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1 Context

Reasoning is the process of deriving conclusions from evidence and logic. Reasoning stands as
a distinctive characteristic associated with human intelligence. This cognitive ability is critical
to address complex tasks as it is used for solving problems, making decisions and planning.
Multiple scientific disciplines such as philosophy, psychology, mathematics, and computer science
have contributed to understand human reasoning and to develop techniques to model reasoning
and to replicate its mechanisms artificially.

Large Language Models (LLMs) and Foundation Models (FMs) [1, 2, 15, 7] mark a
significant step to reproduce, or mimic, reasoning. LLMs are trained on vast corpus of data,
leveraging technical advances in machine learning such as the attention mechanism and the
transformer [17]. The emergence of reasoning abilities is among their most significant break-
throughs, [14, 4, 13]. These abilities are thought to emerge as model size increases, particularly
beyond 100 billion parameters [18].

This emergence is intriguing as these abilities appear without being explicitly brought into
the LLMs, through an objective function or explicit programming [8]. Also, reasoning abilities
coexist with LLMs’ performances in language understanding and generation, making them more
versatile, capable to address more complex tasks and in a user-friendly way [6]. Reasoning
abilities in LLMs allow to envision, machine learning models capable to address human-complex
tasks.

However, the exact nature of LLMs’ reasoning abilities is still an open question: is it a
mimicry of human reasoning or an authentic form of reasoning? [10] To what extent can we
trust LLMs’ reasoning abilities? Despite their successes, LLMs still stumble across complex
reasoning tasks [16, 11]. As these models could be leveraged in many applications requiring
reasoning, it is imperative to deepen our understanding of their reasoning capabilities, how
LLMs actually address reasoning, what are the limits and how LLMs’ reasoning abilities can be
improved through methods like prompting [19] and fine-tuning [3, 20, 5] and critically how we
can accurately assess these abilities [16]. These questions apply in particular to new or particular
contexts and use-cases.

2 Scientific Objectives

During this PhD, the main objective will be to address the question of the assessment and the
evaluation of the reasoning abilities of LLMs.

Many benchmarks have been developed to assess NLP (Natural Language Processing) and
NLU (Natural Language Understanding) tasks, which have been gathered under meta-benchmarks
to assemble many tasks to assess the versatile abilities of LLMs [12, 9], in particular to evaluate
different views on reasoning. We are interested in particular by the question of the assessment
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and the evaluation of the reasoning abilities of LLMs applied to novel use-cases where classical
benchmarks cannot be blindly trusted for an adequate assessment.

Following a literature review on the multi-facets of reasoning, reasoning tasks and how these
are addressed and assessed in Language Models and LLMs, the objective will be to define the
reasoning abilities required to solve specific use-cases. That may involve the study of the human
expectations for reasoning in LLMs (users and developers). With the identification of gaps in
the state of the art, novel techniques will be developed to better assess and evaluate LLMs’
reasoning abilities. These techniques will have to be themselves critically assessed.

Challenging use-cases involving reasoning tasks will guide the study, such as the automation
of contract coverage check for insurance customers with LLMs.

Following the development of adequate assessments of the reasoning abilities, a study of LLMs
reasoning limits will be performed. This research will also explore the link with interpretability,
aiming to delve deeper into understanding LLMs reasoning, with contributions on the reliability
and transparency of these models. Finally, this work could lead to propositions to improve
LLMs’ reasoning abilities (in particular on a specific use-case).

3 Expected Contributions

During the thesis, the PhD candidate is expected to produce research articles to be submitted
to high-quality peer-reviewed ML workshops, conferences and journals (e.g. ICML, IJCAI,
NeurIPS, JMLR...). Algorithmic implementations of the conceived methodology will be made
available through open-source libraries.

4 Working Environment

This PhD is hosted by the joint research lab TRAIL between AXA and Sorbonne University,
in Paris. As such, the PhD Candidate will be hired by Sorbonne University and supervised by
TRAIL members from Sorbonne University and the AI research team from AXA in Paris.

The PhD Candidate will also benefit from interactions with other researchers from the TRAIL
ecosystem, gathering research expertise in NLP, deep learning, Responsible AI and Human-
Computer Interactions. Besides the Sorbonne University campus, other researchers from TRAIL
are based on the EPFL campus in Lausanne (Switzerland) and the Stanford University campus
in Palo Alto (US). Depending of the thesis advancement, a collaboration and potential short
research stay in these universities may be considered.

5 Profile and skills

• MSc. in computer science, applied mathematics or equivalent, with in-depth coverage of
the artificial intelligence and machine learning fields.

• Study and practical experience in implementing and using language models, large language
models on NLP and NLU tasks.

• Interest for the linguistics and cognitive sciences fields.

• Previous experience in research: research project, internships, etc.

• Good experience in programming in python and ML libraries (especially for NLP, LMs
and LLMs).

• Advanced level in English.
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