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1 Context

Large Language Models (LLMs) Recently, large language models (LLMs) have gained
popularity due to their ability to generate coherent and contextually appropriate text. Building
on the recent Transformer architecture [18], LLMs have thus rapidly been identified as opening
new opportunities, largely fostered by their novel generation capabilities along with their ver-
satility [5, 19]. This popularity has led to a soaring number of diverse AI applications being
identified, including in critical tasks such as healthcare and finance. Yet, these opportunities
also come with the downside of being extremely large, and therefore difficult to control, which
as a result has led to LLMs being pointed out as bearing new risks [5, 7, 1]: opaqueness, bias
amplification, robustness, etc.

Building trustworthy LLMs As an answer to these questions, the field of Responsible AI
focuses on topics such as ML Explainability (understanding ML systems outputs and behaviors),
Algorithmic Fairness (measuring and mitigating bias and discrimination in AI models) and
robustness (ensuring good capabilities in unseen environments). In particular, the concept of
AI Alignment [9] addresses the pivotal challenge of ensuring that AI technologies, in particular
Foundation Models, not only perform effectively but also operate in harmony with our collective
values [12], societal principles [4], and the nuanced expertise inherent in various domains [10, 17].
Numerous contributions have been made in this direction recently, with most of them relying
on fine-tuning models using vast amount of data [24, 8, 4] or in-context learning [6]. However,
further studies have shown that they still fail to solve the issue completely [3, 22, 14]. Besides,
they present the downside of being somewhat impractical, as relying on vast amount of raw
feedback is costly, uncontrollable and untractable, therefore leaving the possibility of being
prone to issues such as bias, lack of robustness, etc.

2 Scientific Objectives

This PhD proposal aims to further delve into trustworthy AI alignment, exploring novel method-
ologies to bridge the gap between the capabilities of LLMs and ethical considerations, along with
expert knowledge, essential for their responsible deployment. In particular, this research seeks
to see how models can be aligned through a novel type of input, in the form of task-related
constraints formulated in natural language by a domain expert, thus expanding the range of
alignment possibilities. Beyond traditional applications of AI alignment, some examples of use-
cases where this methodology would be particularly helpful are:

• Bridge the gap between algorithmic and ethical notions of fairness by having an LLM
comply to the fairness definition defined by an ethicist or lawyer.

• Enrich text classification methods by constraining input-output relationships that may not
be necessarily reflected in the data. For instance, force causal connections between some
concepts.
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• Have a LLM answer questions using specific rules to answer. For instance, in a legal
context, the IRAC framework 1 is taught in Law School to guide answers to legal questions.
This could be used to enrich a LLM with legal knowledge.

Formulated in natural language by a domain expert, instructions would thus allow to convey
much stronger and richer contextual information than what would have been easily available
by relying solely on labelling of new data points, as proposed by existing works. Leveraging
these instructions, the objective of the Ph.D. is then to develop a methodology to guide the
model’s learning and decision process. Ultimately, the goal of this thesis is to contribute to the
development of robust and ethically aligned AI technologies, broadening the range of alignment
possibilities.

Some key problems to address include:

• Making instructions computable. Leveraging natural language instructions in the
training raises the question of the form in which they should be integrated in the learning
and decision process of the model. How to make these instructions computable? While in-
jecting the instructions as raw text remains an option, other areas that may be interesting
to explore for this purpose include (but are not limited to): concept learning [13, 21, 2],
which allows the computation of user-understandable concepts (e.g. ”stripes” to define
a zebra) as learnable features. While a few attempts have been made to adapt this no-
tion to NLP [?], these works remain preliminary ; code generation from text intructions
(e.g. [15]), that would allow the translation of textual instructions into executable modules
for increased control and transparency.

• Integrating and evaluating instructions. Once instructions are made computable, the
questions of how to use this knowledge effectively is to be explored. Although the exact
nature of this integration shall be defined in adequacy with the solution considered in the
previous task, some areas to explore include e.g. adversarial debiasing [23] and output self-
correction [20]. Another promising direction to investigate is model editing (see e.g. [11])
and mechanistic interpretability [16], which aim at interpreting and controlling model
behaviors by interacting directly with their neuronal components. code generation from
text intructions (e.g. [15]), that would allow the translation of textual instructions into
executable modules for increased control and transparency.

• Instruction Definition: The very definition of the expert instructions obviously rep-
resents a crucial question. Leveraging the knowledge acquired while studying the first
two problems, the objective hereby described is to understand how to properly formulate,
and collect, user feedback. Questions such as overlap between instructions and language
ambiguity may also be investigated.

3 Expected Contributions

During the thesis, the PhD candidate is expected to produce research articles to be submitted
to high-quality peer-reviewed ML workshops, conferences and journals (e.g. ICML, IJCAI,
NeurIPS, JMLR...). Algorithmic implementations of the conceived methodology will be made
available through open-source libraries. Finally, application of the methodology to a real-world
usecase may be envisaged depending on the findings and the profile of the candidate.

1https://www.iracmethod.com/irac-methodology
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4 Working Environment

This PhD is hosted by the joint research lab TRAIL between AXA and Sorbonne University,
in Paris. As such, the PhD Candidate will be hired by Sorbonne University and supervised by
TRAIL members from Sorbonne University and the AI research team from AXA in Paris.

The PhD Candidate will also benefit from interactions with other researchers from the TRAIL
ecosystem, gathering research expertise in NLP, deep learning, Responsible AI and Human-
Computer Interactions. Besides the Sorbonne Université campus, other researchers from TRAIL
are based on the EPFL campus in Lausanne (Switzerland) and the Stanford University campus
in Palo Alto (US). Depending of the thesis advancement, a collaboration and potential short
research stay in these universities may be considered.

5 Profile and skills required

Required:

• MSc. in computer science, AI, data science, applied mathematics, statistics or equivalent.

• Good experience in programming in python and ML libraries (e.g. pytorch, scikit-learn...)

• Good knowledge of deep learning, machine learning, statistical modelling, or equivalent

• Advanced level in English (technical discussions, presentations and paper writing are ex-
pected)

Preferred:

• Previous research experience: research projects, internships, publications...

• Experience with pytorch, scikit-learn, Hugging Face...

• Experience in NLP, especially LLMs
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